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1. Introduction

This paper examines the degree to which changes in fertility rates for different demo-

graphic groups in the United States from 1980 to 2005 can be attributed to demand-induced

changes in labor market opportunities for men and women in those groups. The responses of

fertility to exogenous variation in macroeconomic conditions, and more specifically to vari-

ation in family income and the market-based opportunity cost of women’s time, have been

topics of interest to economists and other social scientists for more than a century. How-

ever, there has not been consensus about the nature and magnitude of these relationships.

While most researchers agree that fertility is pro-cyclical (see, among others, Yule (1906),

Ogburn and Thomas (1922), Becker (1960), Ben-Porath (1973), Macunovich (1995), Ander-

sson (2000), and Adsera (2005)), there are exceptions. Notably, Butz and Ward (1979) and

Mocan (1990), argue that fertility moves countercyclically and Dehejia and Lleras-Muney

(2004), find no significant relationship between unemployment rates and birth rates.1 Among

those researchers that have explored relationships between various measures of aggregate

economic activity and fertility, few have ventured beyond pure time series or cross-sectional

approaches, both of which suffer from potentially serious omitted variables bias. Meanwhile,

though a number of economists have attempted to test economic theory of fertility by sepa-

rately examining the roles of family income and female wages in determining fertility (Butz

and Ward (1979), Adsera (2005), Orsal and Goldstein (2010)), researchers have struggled to

identify exogenous variation in male and female labor market conditions.

This paper makes a number of contributions to the economic literature on fertility.

First, I present new estimates of the relationship between local labor market conditions

and birth rates, using a state-year panel and employing a fixed-effects model to control

for time-invariant differences in birth rates across states and changes in fertility over time

that are common to all states. Improving on previous literature, I also instrument for

1Surprisingly, despite finding no evidence of changes in overall fertility rates over the business cycle, Dehejia
and Lleras-Muney do find evidence that unemployment rates affect the demographic composition of mothers.
This suggests that changes in fertility rates for different demographic groups are cancelling each other out
on average.
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unemployment rates using an industry shift-share labor demand index (sometimes referred

to as “fixed coefficient” index) that exploits geographic variation in industry concentration

and national industry employment growth rates. Building on the approach used by Bartik

(1991), Katz and Murphy (1992), and Blanchard et al. (1992), this instrumental variables

(IV) strategy addresses measurement error bias and accounts for the potential endogeneity of

unemployment rates by relying on a more plausibly demand-driven measure of local economic

conditions. Taking advantage of the demographic detail available in the vital statistics data,

I use both OLS and IV approaches to explore differences in the response of fertility to local

economic conditions by race, age, educational attainment, and marital status.

Finally, I examine the role of gender-specific labor market conditions in determining

fertility rates by using gender-specific shift-share indices of labor market demand. I expand

on the basic shift-share approach used in the main regressions, creating gender-specific indices

of labor market demand that exploit both geographic variation in industry concentration and

changes in the shares of men and women in each industry over time. To my knowledge, this

is is the first application of this empirical strategy to the study of fertility in a modern

setting.2 The approach improves on papers that use male and female unemployment rates or

gender-specific wages as explanatory variables in that the shift-share index is more plausibly

demand-driven than either unemployment rates or wages. This analysis by gender not only

sheds light on why fertility moves over the business cycle, but also provides insight into

the determinants of long-term trends in fertility and the observed negative cross-sectional

relationship between income and fertility.

My results confirm previous empirical findings that increases in overall unemploy-

ment rates are associated with decreases in birth rates. I find that a one-percentage point

increase in unemployment rates is associated with a 0.9 to 2.6 percent decrease in birth rates

depending on the specification, with the IV specifications yielding coefficients that are larger

in magnitude and more precisely estimated. Reduced form estimates using gender-specific

2Similar approaches have been used to study domestic violence (Aizer (2010)), marriage (Blau et al. (2000))
and crime (Gould et al. (2002)). Schultz (1985) identifies the effect of male and female labor market conditions
on fertility using changes in specific world prices and technologies that separately shift male and female labor
demand curves. However, he focuses on fertility in Sweden in the late 19th century.
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shift-share indices of labor market demand suggest that improved labor market conditions

for men are associated with increases in fertility, while improved labor market conditions for

women have the opposite-signed effect.

These findings are consistent with a key prediction of economic models of fertility:

that increases in men’s earnings should have a positive effect on fertility. In the presence

of uncertainty and imperfect capital markets, the pro-cyclical nature of fertility can be ex-

plained by transitory fluctuations in men’s earnings. This effect is enhanced if employment

and wages in male-dominated industries suffer more in recessions than those in female-

dominated industries, which has been the case not only in the “Great Recession” but also

in previous recessions (Elsby et al. (2008), Elsby et al. (2010)). Also consistent with eco-

nomic models of fertility is the result that, holding mens labor-market conditions constant,

demand-driven improvements in womens labor market opportunities cause women to sub-

stitute away from childbearing. This finding suggests that the fertility response to changes

in the value of womens time is an important mechanism driving both the negative cross-

sectional relationship between income and fertility and the long-term association between

declining fertility rates and increases in womens labor force participation, wages, and human

capital investment.

This paper will proceed as follows. Section 2 discusses the economic theory and

literature related to labor market conditions and fertility. The data and empirical approach

are outlined in Section 3. Section 4 presents regression results for both general labor market

conditions and gender-specific labor market conditions, and Section 5 contains a discussion

of mechanisms. Section 6 concludes.

2. Theory and Identification

Economic theory outlined in early papers by Becker (1960), Mincer (1963), Becker and

Lewis (1973), and Willis (1973) has served as the foundation for most empirical analyses of

fertility, including those that consider the response of fertility rates to variation in economic

conditions. In standard static models of fertility behavior, parents maximize a utility function
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that depends on quality-adjusted child quantity and all other consumption, subject to a

family budget constraint. According to these models, permanent changes in wages, income,

and the price of children cause income and substitution effects that alter fertility decisions.

In particular, a permanent decrease in male wages is predicted to decrease the total demand

for children, while the competing income and substitution effects of a permanent decrease

in female wages cause the predicted total effect of the change to be ambiguous.

Dynamic or life-cycle models of fertility assume that individuals can control not only

their completed fertility but also the timing of births over their life-cycle (Happel et al.

(1984), Hotz et al. (1997)). In the case of perfect certainty and perfect capital markets,

transitory fluctuations in wages do not alter expected lifetime income and thus should not

impact expected total fertility. They do, however, impact the timing of fertility if couples

respond to transitory fluctuations in female wages by choosing to give birth when wages

are low. The possibility of uncertainty and imperfect capital markets further complicates

the model; In the presence of these two factors, transitory wage changes might have both

income and substitution effects, particularly for those groups that are most likely to be

credit-constrained.

Economic models of fertility do not provide clear predictions about the relationship

between fertility and aggregate economic conditions. Movements in unemployment rates are

associated with changes in labor market conditions for both men and women, as well as more

general changes in the economic environment. The fact that numerous studies in econom-

ics have documented seemingly conflicting effects of increases in unemployment rates and

individual job displacement highlights the importance of these other factors.3 Furthermore,

to the degree that they are temporary and predictable, business cycle fluctuations will have

different effects than unexpected permanent shocks to income or wages. Thus, while esti-

mates of the relationship between birth rates and unemployment rates provide important

3For example, Dehejia and Lleras-Muney (2004) find that increased unemployment rates are associated with
improvements in infant health, while Lindo (2010a) finds that children born after a father’s job loss have
lower birth weight compared with their siblings born before. Charles and Stephens (2004) finds that certain
types of job displacement increase the probability of divorce, while Schaller (2010) shows that unemployment
rates and aggregate divorce rates are negatively correlated. As is discussed below, fertility is no exception
to this pattern.
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information about the reduced form contemporaneous effects of business cycles on family

decision-making, they should be interpreted with care.

As both the static and dynamic models of fertility choice emphasize important dif-

ferences between the effects of changes in male and female wages, a way to more thoroughly

understand the relationship between fertility and local economic conditions is to separately

examine the effects of men’s and women’s labor market conditions. However, few economists

have been able to cleanly identify the effects of gender-specific labor market conditions on

fertility behavior. In a highly cited paper, Butz and Ward (1979) include both male an-

nual earnings and the female hourly wage in their analysis. However, as Macunovich (1995)

points out, their data on female wages are pieced together haphazardly from a number of

sources, and their findings are not robust when estimated using data from the March Current

Population Survey. Using data from the European Community Household Panel Survey and

employing a Cox proportional-hazard model, Adsera (2005) finds that increases in the differ-

ence between female and male unemployment rates are associated with acceleration in the

timing of births. Using a panel of 22 OECD countries, Orsal and Goldstein (2010) examine

the effects of male and female unemployment rates on fertility by substituting them individ-

ually for total unemployment rates and find very little difference in coefficients between the

two specifications.

The gender-specific unemployment rates and wages used in each of these studies are

potentially problematic for a number of reasons. First and foremost is the possibility of

endogeneity bias. Gender-specific unemployment rates and wages are likely to be correlated

with fertility-induced changes in labor supply, and with unobserved changes in preferences

(Hotz et al. (1997)). If, for example, a change in preferences were to cause a simultaneous

decrease in fertility and a increase in female labor force participation, the fertility rate

would decrease and the denominator of the unemployment rate would increase, causing the

coefficient on unemployment to be biased upward (toward zero in the case of a negative

relationship). A second potentially serious problem is that gender-specific unemployment

rates are likely to suffer from differing degrees of measurement error. There is evidence

5



that the labor force participation rates of men and women recover at different rates after a

recession, signifying differing degrees of “slack” in the economy that are not picked up by

measured unemployment rates (Bradbury (2005)). Finally, it should be noted that replacing

general unemployment rates with either male or female unemployment rates alone prevents

identification of the distinct effects of the two variables, as each is likely to serve as a proxy

for overall unemployment rates when labor market conditions facing the opposite sex are not

controlled for.

The indices used to proxy gender-specific labor market conditions in this analysis are

constructed so as to capture variation in labor demand resulting from exogenous shifts in

product demand. This approach relies on two assumptions: that there is imperfect substi-

tution between gender-education groups in the labor market, and that mobility costs limit

the degree to which labor market supply and demand adjust across geographic areas in the

short term (Blau et al. (2000), Katz and Murphy (1992)). If this is the case, then national

growth in demand within a specific industry should differentially impact the labor market

conditions faced by an individual depending on the concentration of that particular industry

in the state in which the individual lives and the level of representation of that individual’s

demographic group (defined here as gender-by-education group) within the industry. Thus,

by weighting national industry growth rates both by initial-period state industry shares and

by national-level demographic shares within each industry, I am able not only to isolate the

effects of labor demand shifts but to identify the effects of changes in women’s labor market

conditions separately from those of men. Given the importance of sex-specific labor market

conditions in economic models of fertility, this is an important contribution.

3. Data and Empirical Approach

The fertility data used in this analysis are Vital Statistics natality data from the

National Center for Health Statistics. These birth-certificate data include the near-universe

of births occurring in the United States from 1980 to 2006. I use date of the last men-

strual period to determine the date of conception and collapse the data into cells defined by
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mother’s state of residence, and year of conception.4 Available demographic data include

age, race, and education of the mother. Information on mother’s race and education at-

tainment are missing for some states in some years. I make use of all available data: for

a given regression specification, I drop state-years in which at least 10 percent of observa-

tions are missing values of the relevant variables. I merge the vital statistics natality data

with data on state unemployment rates in the year of conception from the Bureau of Labor

Statistics, constructed labor demand indices (described in detail below), and data on state

demographic composition by race, age, and educational attainment from the basic monthly

Current Population Survey (CPS).

State-level population estimates by race and age come from the National Health

Interview Survey (NHIS) Survey Epidemiology and End Results (SEER). The SEER data

are a modification of Vintage 2009 annual population estimates by age, sex, single-race, and

Hispanic origin from the US Census Bureau’s Population Estimates Program. I use the

data to construct population denominators for total birth rates as well as birth rates by age

and race. Because the SEER data does not include population estimates by education and

marital status, to construct birth rates by educational attainment and marital status, I obtain

those population estimates by taking the twelve-month average of estimated population

from the basic monthly CPS. I construct birth rates by dividing the number of births by

the appropriate at-risk population (females age 16-45 in the relevant demographic group).

Making use of all available data, I have 1326 state-year observations.

Mean birth rates and unemployment rates over the sample period are presented in Ta-

ble 1. Distinct regional patterns in fertility are immediately visible. States in the Southwest

(Utah, Arizona, New Mexico, Texas, and California) have the highest average birth rates,

while the New England states (Connecticut, Maine, Massachusetts, New Hampshire, Rhode

Island, and Vermont) have fertility rates among the lowest in the country. These regional

patterns suggest that immigration may be an important factor in determining fertility rates,

4Data on the date of last menstrual period is missing for a few state-years. When this data is missing, I
impute the date of conception by subtracting nine months from the date of birth.
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highlighting the importance of controlling for nonlinear changes in state demographic com-

position. Figure 1 shows trends in birth rates and unemployment rates at the national level

over the sample period. Birth rates appear to follow a pro-cyclical pattern in the national

time-series data, reaching a peak of 70.4 births per 1000 women aged 16-45 in 1989, then

dropping all the way to 63.3 in 1996 before rebounding again.

Differences in patterns in birth rates across demographic groups, shown in Figure 2,

emphasize the importance of investigating how the effect of local economic conditions on

fertility varies for different groups. Panel (a) shows that birth rates for the 16-25 age group

have been slowly declining since 1990, while birth rates for both the 26-35 and 36-45 age

groups have increased steadily over the sample period. Meanwhile, a substantial decrease

in birth rates for blacks has caused the difference in birth rates between blacks and whites

to decline dramatically between 1980 and 2005. Panel (b) shows that, while birth rates for

blacks at the beginning of the sample period are approximately 25 percent larger than those

of whites, by the end of the sample period, birth rates for blacks and whites are almost

identical. As shown in panel (c), the sample period also saw a slight convergence between

the birth rates of married and single women, with birth rates of married women decreasing

by about eleven percent and the birth rates of single women increasing by 65 percent between

1980 and 2004. Finally, panel (d) presents trends in birth rates by education group. Birth

rates for mothers with less than high school increased dramatically over the sample period,

while birth rates for high school graduates decreased and birth rates for mothers with any

college remained relatively constant. While these differences in fertility patterns across

demographic group could result from compositional changes or changes in social norms that

are unrelated to economic factors, it could also be that there are inherent differences in the

determinants of fertility across demographic groups that cause their responses to fluctuations

in local economic conditions to vary.

For the basic regressions, I use the following fixed-effects specification:

(1) ln(Yst) = βUst + ψXst + αs + γt + ωs ∗ T + εst
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where Yst is the birth rate and Ust is the state unemployment rate at the time of conception.5

State fixed effects, αs, are included to control for fixed differences in birth rates across states

due to unobservable factors, and year fixed effects, γt, are included to account for changes in

birth rates over time that are common to all states. State linear time trends, which control

for unobserved variables correlated with birth rates that change linearly over time within

states, are included in some specifications. Because changes in the demographic composition

of a state’s population are likely to be correlated both with labor market outcomes and with

aggregate fertility rates, my preferred specification also includes time-varying state-level

demographic controls (Xst) to account for non-linear changes in population composition by

age, race, ethnicity, and educational attainment. The regressions are weighted by the number

of births in each state-year cell.6 Standard errors are robust and clustered at the state level.

The use of aggregate unemployment rates as an explanatory variable in this setting has

both pros and cons. Though commonly employed as a proxy for local economic conditions

and less likely to be endogenous to fertility decisions than individual wages and family

income, unemployment rates are problematic in that they capture changes in labor supply

(via the denominator) as well as changes in labor demand. This increases the likelihood

that changes in unemployment will be correlated with changes in other unobserved variables

that may also be related to fertility. There also may be a direct reverse-causality bias. If

exogenous increases in fertility cause a decline in women’s labor force participation, the

denominator of the unemployment rate will decline and the measured unemployment rate

will increase. As a result, OLS coefficients would be biased upward.

Furthermore, because economic theory of fertility focuses on the effects of variation

in individual wages and family income, care is needed in interpretation of coefficients on

unemployment rates in the context of economic models. As explained above, unemployment

rates capture not only the effect of individual job loss, but also changes in the general

5See Appendix A for results for a number of alternative regressions specifications, including regressions in
which I replace the state unemployment rate with alternative measures of aggregate economic conditions
including the state employment-to-population ratio and the male unemployment rate (Tables A.1 and A.2).
6Because weighting by the number of births in each cell may give disproportionate weight to large states, I
also run a set of unweighted regressions. Unemployment coefficients from unweighted regressions, shown in
appendix table A.3, are both larger and more precisely estimated than those presented in Table 2.
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economic environment, and several economic studies have found seemingly conflicting results

where the estimated effects of individual job loss are opposite in magnitude to the estimated

effects of changes in the overall unemployment rate. Another potential source of bias is

measurement error: unemployment rates are a noisy measure of actual economic conditions.

This is especially true in an economic downturn; because “discouraged workers” (workers

who want to be employed but are no longer actively searching for a job) are not counted in

measured unemployment rates, the unemployment rate may not be capturing the full extent

of a recession.

As an alternative to unemployment rates, I capture shocks to labor demand by cre-

ating a prediction of employment growth. The approach is based on the shift-share model

used by, among others, Freeman (1980), Bartik (1991), Katz and Murphy (1992), Blanchard

et al. (1992), Bound and Holzer (2000), and Gould et al. (2002). Using data from the March

Current Population Survey and the 1980 census, I create a predicted employment growth

rate by weighting the national industry-specific employment growth rates by industry shares

in each state in a base period and then summing over industries within each state-year as

follows:

(2) Dst = ΣiGit ∗
Eis0

Es0

where Git is the growth rate of industry i in year t and Eis0

Es0
is the ratio of industry i

employment in state s to total employment in state s from the 1980 census. I use this

shift-share index to instrument for unemployment rates. The instrument is valid if the

national employment growth rates by industry are uncorrelated with state-level labor supply

shocks. As noted by Blanchard et al. (1992), this will be the case if there is no industry for

which employment is concentrated in one particular state. It is also important that there is

sufficient cross-sectional variation in base-period industry composition. To ensure that these

conditions are verified in the data I use 17 relatively broad industry categories.7

7Industry categories are as follows: (1) Agriculture, Forestry and Fishing (2) Mining (3) Construction (4)
Low Tech Manufacturing (lumber furniture, stone, clay, glass, food, textiles, apparel, and leather) (5) Basic
Manufacturing (primary metals, fabricated metals, machinery, electrical equipment, automobile, other trans-
port equipment (excluding aircraft), tobacco, paper, printing, rubber, and miscellaneous manufacturing) (6)
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4. Results

4.1. Effects of General Labor Market Condition on Fertility. Results from both the

main fixed effects specification and the instrumental variables specification are presented in

Table 2. Like those of Dehejia and Lleras-Muney (2004), the OLS coefficients in columns one

through three are negative and statistically insignificant. However, coefficients on unemploy-

ment rates are negative and significant at the one-percent level in the ordinary least squares

(OLS) specification that includes both state linear time trends and state-level demographic

controls (column four) and in all four two-stage least squares (2SLS) regressions (columns

five through eight). According to the OLS results, a one percentage-point increase in un-

employment rate is associated with a 0.9 percent decrease in birth rates. The instrumental

variables coefficients are larger in magnitude, indicating that a percentage-point increase in

unemployment leads to a 1.6-2.6 percent decrease in fertility. First-stage F-statistics indi-

cate that my chosen instrument is highly correlated with unemployment rates. The fact that

the IV coefficients are larger in magnitude is expected, given the direction of the expected

reverse-causality bias.8 Measurement error in unemployment rates could also be causing OLS

coefficients to be biased downward in magnitude. The results in Table 2 also make it clear

that controlling for non-linear changes in a state’s population composition is important, as

coefficients on fraction hispanic, and on the age composition of the population are signifi-

cant determinants of state fertility rates, even in specifications with state-linear time trends

included. Based on the results in Table 2, I proceed using the specifications in columns four

and eight, which include both demographic controls and state-specific linear time trends.

Changes in these indices from year to year are primarily driven by changes in global

product demand and other exogenous factors that influence industry growth rates. The

High Tech Manufacturing (aircraft, instruments, chemicals, petroleum) (7) Transportation (8) Telecommu-
nications (9) Utilities (10) Wholesale Trade (11) Retail Trade (12) Finance, Insurance, and Real Estate
(13) Business and Repair Services (14) Personal Services (15) Entertainment and Recreation Services (16)
Professional and Related Services (17) Public Administration. The division of manufacturing into low-tech,
basic, and high-tech categories follows Katz and Murphy (1992).
8Note that the OLS coefficients are also significant in the specification in which overall unemployment rates
are replaced with male unemployment rates (Table A.2). This suggests a role for reverse-causality or omitted
variables bias related to changes in female labor supply in the main specification.
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standard measure of industry growth in shift share analysis is the employment growth rate.

However, because changes in industry-specific demand may be reflected not only in em-

ployment numbers, but also in earnings, I experiment with alternative measures of industry

growth. In addition to the standard industry employment growth index, I create indices that

rely on growth in total earnings by industry as the primary measure of industry growth.

The first uses data on total earnings by industry from the March CPS. The second uses

data on earnings by industry from the Bureau of Economic Analysis (BEA), available for

CPS-compatible Standard Industrial Classification Codes through the year 2000. Results

for instrumental variables regressions using these alternate indices, presented in Table 3, are

generally consistent with my main results.

Because fertility behavior differs dramatically by demographic group (see Figure 2),

next I explore differences in effect of labor market conditions on fertility by education, race,

age, and marital status. Results from stratified OLS and 2SLS regressions with group-

specific fertility rates as the dependent variable are shown in Table 3. Because information

on mother’s education, race, and marital status are missing for some states in some years,

these estimates are based on a more limited sample than the main regression results. Each

table includes only those state-years for which no more than 10 percent of the observations

have missing information on the relevant variable.

The OLS regression results presented in Panel (A) of Table 3 by education group

suggest that the effect of changes in unemployment rates on fertility are strongest for the

less-than-high-school education group. By contrast, IV results by education, which again are

larger in magnitude, suggest that the effect of increased unemployment on fertility is in fact

the largest for high school graduates and those with a college education. Note, however, that

the difference between coefficients is not statistically significant. Similarly, the IV regressions

in Panel (B) of Table 3 suggest that the magnitudes of the effect of unemployment rates on

fertility is increasing with age, though again differences in coefficients between age groups

are not statistically significant.
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As shown in Panel (C), the IV regressions also suggest that birth rates of single women

are influenced far more by changes in local economic conditions than birth rates of married

women. The IV coefficient indicates that a one percentage point increase in unemployment

rates is associated with a 4.1 percent decrease in birth rates for single women. Because

marriage and divorce behavior is also impacted by business cycles (Schaller (2010)), this

may be due to changes in selection into marriage over the business cycle. Mechanically, this

may also be due to the fact that the group of single mothers has a higher concentration of

both younger women and women of lower socioeconomic status, both groups that are highly

impacted by business cycles. Another possible explanation is that if married individuals are

able to insure against shocks to employment and earnings, they will better able to smooth

their consumption and thus changes in unemployment rate should have a smaller effect on

their fertility decisions.

Finally, because previous research has shown that the fertility responses to changes in

unemployment rates differ for black mothers and white mothers (Dehejia and Lleras-Muney

(2004)), I stratify by race. Though the two coefficients are not statistically different from one

another, the results in Panel (D1) suggest that the effect of an increase in unemployment on

the white birth rate is somewhat larger than the effect on the birth rate for blacks. Because

differences in coefficients between whites and blacks might be due to difference in the age

composition of the two groups, I also run race-specific regressions using total (age-adjusted)

fertility rates instead of measured aggregate fertility rates. Total fertility rates (TFRs) are

commonly used in demographic research, and are constructed by adding together age-specific

fertility rates. The TFR approximates the number of children a woman would bear if she

experienced the current age-specific fertility rates throughout her childbearing years.9 Panel

(D2) shows that when accounting for the age distribution of the population, the effects of

unemployment on fertility rates are the same for blacks and whites. Interestingly, the results

in both panels contrast with the findings of Dehejia and Lleras-Muney (2004), who find that

the effect of increase unemployment on birth rates is larger for black women than for white

9Note that the TFR may be an inaccurate estimate of completed fertility in times when cohorts of women
are shifting the lifecycle timing of their fertility.
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women (though both coefficients are insignificant), and find a small and significant decrease

in the percentage of black babies associated with an increase in unemployment.

4.2. Effects of Gender-Specific Labor Market Conditions on Fertility. To explore

the effects of gender-specific labor market conditions on fertility, I build on the shift-share

approach used to create my instrument in the previous section by creating indices of labor

demand for males and females that depend on changes in aggregate demographic composition

within industry as well as local industry composition and aggregate shocks to industry-

specific employment. The index is created at the state level by weighting national industry-

specific growth rates by the current share of the relevant group within the industry at the

national level, as well as the share of that industry in the state in a base period and then

summing over industries within each state-year:

(3) Dstf = ΣiGit ∗
Eift

Eit

∗ Eis0

Es0

Git is the national industry employment or earnings growth rate (discussed below),
Eift

Eit
is

the national employment share of group f in industry i in the current year from the March

CPS, and Eis0

Es0
is the fraction of state s total employment that is in industry i at the initial

period from the 1980 census. For ease of interpretation, I adjust each index so that a one-unit

increase is equivalent to a one standard-deviation increase in that index.

This approach takes advantage of a well-documented relationship between changes in

national industry employment and sex-specific local labor market conditions (DeBoer and

Seeborg (1984)).10 Over time, changes in available technology and shifts in product demand

alter the gender-education composition of industries. Here, I exploit variation over time in

demographic shares in each industry, as well as changes over time in industry growth and

geographic variation in industry concentration, to identify the effects of gender-specific labor

market conditions by education group, and assume that employer preferences, skill-specific

technology, and mobility costs limit mobility between industries and geographic areas.

10see, e.g. Aizer (2010), Blau et al. (2000), Katz and Murphy (1992), Qian (2008) for examples of applied
research exploiting this relationship.
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I disaggregate by education group in these sex-specific regressions for a number of

reasons. First, if I were to focus only on overall industry shares by gender, the resulting labor

demand indices for male and females would be inversely related by definition, forcing a re-

striction on their coefficients in my regressions. This is not the case when demographic groups

are defined on more than one dimension.11 More importantly, this approach is consistent

with previous literature on relative labor demand, which often treats different demographic

groups (as identified by sex, education, race, and/or experience) as distinct labor inputs that

are not perfectly substitutable in the labor market (e.g.Katz and Murphy (1992)). However,

it should be noted that disaggregating by education group implies an assumption of assorta-

tive mating. To the extent that women with low educational attainment are matching with

men with higher levels of education, or vice-versa, these estimates will not be capturing the

full effect of changes in labor market conditions faced by a woman’s partner (or potential

partners) on her fertility.

Results using these gender-specific labor demand indices on the whole sample are

presented in Tables 5-7. Table 5 presents coefficients on indices that exploit national industry

employment growth rates from the March CPS. Across all groups, the coefficients consistently

indicate that an improvement in labor market conditions for men increases fertility rates,

while an increase in labor market conditions for women is associated with a decline in fertility,

with most coefficients significant at least at the five-percent level. With all indices adjusted

so that a one-unit increase is equivalent to a one standard-deviation increase, it appears

that the effects of changes in the male labor demand indices are stronger than the effects of

changes in female labor demand indices; Differences between coefficients on male and female

labor demand indices are statistically significant for all three education groups. Overall,

the effects of changes in gender-specific labor market conditions are the strongest for the

college-educated group.

11With only two groups, an increase in the share of one group is, by construction, associated with a decrease
in the share of the other group within that industry. However, an increase in the share of women with less
than a high school education in a particular industry is not necessarily associated with a decrease in the
share of men with less than a high school education in that same industry, allowing the two indices to move
independently of one another.
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As with the general labor demand indices, changes in these sex-specific indices from

year to year are primarily driven by changes in global product demand and other exogenous

factors that influence industry growth rates. Because changes in industry-specific demand

may be reflected not only in employment numbers, but also in earnings, I experiment with

alternative measures of industry growth. Results from regressions in which industry employ-

ment growth is replaced with industry earnings growth rates from the March CPS and BEA

are provided in Tables 6 and 7. While the coefficients on the wage growth indices are mostly

consistent in sign and magnitude with those on the employment growth indices, only the

coefficients for males in the two higher education groups are statistically significant.

5. Discussion

Though aggregate data makes it difficult to identify factors driving changes in individ-

ual behavior, a discussion of the possible mechanisms behind the effect of local labor market

conditions on fertility is warranted. As documented in a growing literature studying the

effects of business cycles on non-labor market outcomes, changes in labor market conditions

have a complicated effect on individual behavior.12 This section explores the sensitivity of

this paper’s main result to the inclusion of aggregate measures of job displacement, marriage,

and divorce.

Lindo (2010b) explores the effect of individual job displacement on married women’s

fertility. Using an event study approach and panel data, he finds that women are signifi-

cantly more likely to have children immediately after husband’s job displacement but less

likely to have children many years later. To reconcile the seeming discrepancy between

Lindo’s results and those shown here, I use data from the US Census Bureau’s new Business

Dynamics Statistics data. These publicly available data include tabulations of job creation

and destruction by state from the confidential Longitudinal Business Database. The results

shown in Table 8 suggest that factors other than job displacement are mediating the effect

of economic conditions on fertility. Specifically, controlling for the job destruction rate in

12Most of these papers are health-related. See, for example, Ruhm (2000), Miller et al. (2009), Dehejia and
Lleras-Muney (2004), Schaller (2010).
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the main OLS specification does not significantly change the coefficient on the unemploy-

ment rate. However, controlling for the overall unemployment rate, a ten percent increase

in the job destruction rate leads to a 1.3 percent increase in the fertility rate. This finding

is consistent with Lindo’s finding that job displacement in associated with increased fertility

in the short run. The fact that the coefficient on the unemployment rate remains unchanged

suggests that the effects of business cycle fluctuations extend beyond the direct impacts of

job displacement.

Interestingly the job creation coefficient is also positive, though smaller than that for

job destruction. This asymmetry in the effects of aggregate employment changes captured

in these two variables on fertility is not surprising. While the job creation variable is likely

to be picking up the more general effects of economic growth and its effect on individuals is

tempered by in-migration, job displacement is a sudden shock to individuals’ employment.

This theory is supported by the fact that including the job creation rate in the OLS regression

causes the magnitude on the coefficient on unemployment to decline. The job creation rate is

picking up some of the variation in overall economic conditions that was previously measured

only by the unemployment rate.

As (Schaller (2010)) demonstrates that both marriage and divorce rates are negatively

correlated with overall unemployment rates at the state level, I also explore the robustness of

my results to the inclusion of aggregate marriage and divorce rates. As marriage and fertility

behavior are inextricably linked, it is possible that these variables may play a mediating role

in the relationship between labor markets and birth rates. Table 9 shows the results of

regressions in which I control for state aggregate marriage and divorce rates. As expected,

marriage rates are positively correlated with fertility, while the coefficient on the divorce

rate is negative. The coefficient on the unemployment rate is robust to the inclusion of

these controls. If anything, the coefficient on unemployment increases with the inclusion of

the divorce rate, suggesting that the decrease in divorce rates accompanying an increase in

unemployment might be pushing fertility rates in the opposite direction of the main effect.
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6. Conclusion

In this paper, I have presented new evidence that birth rates move pro-cyclically.

First, I estimate the relationship between local labor market conditions and fertility using the

standard proxy for local labor market conditions: unemployment rates. Using a state-year

panel of vital statistics data and a fixed-effects specification, I am able to provide estimates

that are cleaner, more reliable, and more recent, than were previously available. My results

suggest that fertility is negatively correlated with unemployment rates, with a one-percentage

point increase in unemployment rates associated with a 0.9 percent decrease in birth rates,

or a decrease of .59 births per thousand women aged 16-45. Because unemployment rates are

likely to be correlated with labor supply as well as labor demand, I also estimate regressions

in which I instrument for unemployment rates using a shift-share index of labor demand.

As expected, IV estimates of the relationship between unemployment rates and fertility are

larger than OLS estimates. According to the IV results, a one percentage point increase in

unemployment is associated with a 2.6 percent decrease in birth rates, or 1.73 births per

thousand women aged 16-45.

This paper also contains an empirical test of economic models of fertility, which

suggest that improvements in men’s labor market conditions should increase fertility while

improvements in women’s labor market opportunities could potentially decrease birth rates.

I test this prediction by creating sex-specific indices of labor market demand, and my re-

sults are consistent with the implications of economic models of fertility: demand-driven

improvements in potential wages and/or employment opportunities for men are associated

with increased birth rates, while better labor market conditions for women have the opposite

effect.

The results from this analysis have important implications for both the literature on

the cyclicality of fertility behavior and for studies of long-term trends in fertility. Though

many researchers have attempted to isolate the effect of men’s and women’s labor market

conditions on fertility, this paper is the first to create a plausibly exogenous proxy for sex-

specific labor market conditions to obtain estimates of the income and substitution effects
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predicted by economic theories of fertility. My finding of a positive association between male

labor market conditions and fertility rates is consistent with a finding of an overall negative

association between aggregate unemployment rates and birth rates, as the employment and

wages of men have been hit harder in recent aggregate recessions than those of women

(DeBoer and Seeborg (1984), Elsby et al. (2010)).

Meanwhile, the negative correlation between female labor demand and birth rates

helps to explain the long-term decline in fertility. Long term changes in labor demand driven

by increased automation of goods-producing industries, increasing demand for medical and

social services due to increased longevity, and growing public demand for education have

caused our economy to shift away from male-dominated goods-producing industries and to-

wards female-intensive service industries (Goodman (1994)). These long-term improvements

in female labor demand are associated with an increase in the opportunity cost of giving

birth and raising children. My results suggest that this increase in opportunity cost is likely

to be associated with an overall decline in fertility rates over time.
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Figure 1. US Birth Rates and Unemployment Rates
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Table 3. Instrumental Variables Estimates using Alternative Indices

(1) (2) (3) (4)
IV 1 IV 2 IV 3 IV 4

IV Using CPS Wage Growth Index

Unemployment -0.0188** -0.0252*** -0.0186*** -0.0250***
Rate (0.0082) (0.0081) (0.0068) (0.0057)

F-Stat (1st Stage) 30.45 20.80 20.08 21.14
Prob>F 0.000 0.000 0.000 0.000

IV Using BEA Earnings Growth Index (SIC Years)

Unemployment -0.00427 -0.0475*** -0.00814 -0.0482***
Rate (0.018) (0.013) (0.011) (0.013)

F-Stat (1st Stage) 5.44 9.91 10.77 10.78
Prob>F 0.024 0.003 0.002 0.002

State Time Trends No Yes No Yes

Demographic controls No No Yes Yes

Observations 1326 1326 1326 1326

Standard errors in parentheses
* p < .1, ** p < .05, *** p < .01
All regressions include state and year fixed effects.

24



Table 4. Birth Rate Regressions by Demographic Group

(A) Regressions by Education Group

(1) (2) (3) (4) (5) (6)
OLS:lths OLS:hsgrad OLS:col IV:lths IV:hsgrad IV:col

Unemployment -0.0169*** -0.0129*** -0.0109*** -0.0270* -0.0402*** -0.0322***
Rate (0.0051) (0.0032) (0.0037) (0.015) (0.0088) (0.0086)

Observations 121 6 1216 1216 1216 1216 1216

(B) Regressions by Age Group

OLS:1625 OLS:2635 OLS:3645 IV:1625 IV:2635 IV:3645

Unemployment -0.00877** -0.00992*** -0.00494 -0.0218*** -0.0221*** -0.0284**
Rate (0.0033) (0.0022) (0.0037) (0.0066) (0.0049) (0.012)

Observations 1326 1326 1326 1326 1326 1326

(C) Regressions by Marital Status

(1) (2) (3) (4)
OLS:married OLS:single IV:married IV:single

Unemployment -0.0136*** -0.0144** -0.0295*** -0.0406***
Rate (0.0022) (0.0064) (0.010) (0.013)

Observations 1325 1325 1325 1325

(D1) Regressions by Race

(1) (2) (3) (4) (5) (6)
OLS:white OLS:black OLS:other IV:white IV:black IV:other

Unemployment -0.00895*** -0.00845*** -0.00844 -0.0208*** -0.0114* -0.0273*
Rate (0.0027) (0.0031) (0.0059) (0.0055) (0.0069) (0.015)

Observations 1283 1283 1283 1283 1283 1283

(D2) Regressions by Race: Total (Age-Adjusted) Fertility Rate

(1) (2) (3) (4) (5) (6)
OLS:white OLS:black OLS:other IV:white IV:black IV:other

Unemployment -0.00865*** -0.00878*** -0.0120* -0.0130*** -0.0134* -0.0313*
Rate (0.0020) (0.0029) (0.0060) (0.0046) (0.0069) (0.017)

Observations 1231 1231 1231 1231 1231 1231

Standard errors in parentheses
* p < .1, ** p < .05, *** p < .01
All regressions include state and year fixed effects, state time trends, and demographic controls.
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Table 5. Gender-specific Shift-Share Index: By Education

(1) (2) (3)
lths lths hsgrad

Index Male lths 0.0384**
(0.017)

Index Female -0.0249**
lths (0.010)

Index Male 0.0406***
hsgrad (0.011)

Index Female -0.00803
hsgrad (0.013)

Index Male 0.0533***
college (0.013)

Index Female -0.0381***
college (0.013)

F-stat 7.09 4.86 12.91
Prob>F 0.0104 0.0322 0.0008

Observations 1216 1216 1216

Standard errors in parentheses
* p < .1, ** p < .05, *** p < .01
All regressions include state and year fixed effects and state time trends.
F-stats are for a test for equality between coefficients.
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Table 6. Gender-specific Shift-Share Index: By Education, CPS Wage
Growth Index

(1) (2) (3)
lths lths hsgrad

(sum) 0.0306*
index male lths wg (0.017)

(sum) -0.0226
index female lths wg (0.020)

(sum) 0.0329**
index male hsgrad wg (0.012)

(sum) 0.0154
index female hsgrad wg (0.021)

(sum) 0.0396**
index male college wg (0.017)

(sum) -0.0187
index female college wg (0.038)

Observations 1164 1164 1164

Standard errors in parentheses
* p < .1, ** p < .05, *** p < .01
All regressions include state and year fixed effects and state time trends.
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Table 7. Gender-specific Earnings Growth Index: By Education (SIC years)

(1) (2) (3)
lths lths hsgrad

Male, LTHS 0.0212
(0.024)

Female, LTHS -0.0622
(0.052)

Male, HS Grad 0.0519*
(0.031)

Female, HS Grad -0.0403
(0.067)

Male, College 0.0445
(0.029)

Female, College -0.0407
(0.069)

Observations 1033 1033 1033

Standard errors in parentheses
* p < .1, ** p < .05, *** p < .01
All regressions include state and year fixed effects and state time trends.
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Table 8. Controlling for Job Creation and Destruction

(1) (2) (3)
Log Birth Rate Log Birth Rate Log Birth Rate

Unemployment -0.0103*** -0.00590** -0.00694***
Rate (0.0024) (0.0026) (0.0022)

Job Destruction 0.132*** 0.135***
Rate (ln) (0.018) (0.017)

Job Creation 0.0620* 0.0729**
Rate (ln) (0.032) (0.031)

Observations 1274 1274 1274

Standard errors in parentheses
* p < .1, ** p < .05, *** p < .01
All regressions include state and year fixed effects, state time trends, and demographic controls.

Table 9. Controlling for Marriage and Divorce Rates

(1) (2) (3)
Log Birth Rate Log Birth Rate Log Birth Rate

Unemployment -0.00829*** -0.0112*** -0.00699***
Rate (0.0024) (0.0024) (0.0022)

Log Marriages 0.0304* 0.0265*
per 1000 Single Females (0.018) (0.015)

Log Divorces per -0.0387** -0.0450***
1000 Married Females (0.015) (0.015)

Observations 1271 1219 1219

Standard errors in parentheses
* p < .1, ** p < .05, *** p < .01
All regressions include state and year fixed effects, state time trends, and demographic controls.
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Appendix A. Alternative Regression Specifications

Table A.1. Replacing Unemp with EPop Ratio

(1) (2) (3) (4)
OLS OLS IV IV

E-Pop Ratio 0.00196 0.00638** 0.0173** 0.0291***
(0.0028) (0.0028) (0.0070) (0.0079)

Pct Hispanic 0.0112*** 0.0219*** 0.0159*** 0.0278***
(0.0025) (0.0044) (0.0031) (0.0059)

Pct Black 0.00118 -0.00285 0.00269 -0.00135
(0.0024) (0.0024) (0.0025) (0.0018)

Pct HS Grad 0.00736*** 0.00258 0.00780*** -0.000628
(0.0024) (0.0046) (0.0029) (0.0055)

Pct Any College 0.0105*** 0.00193 0.00816** -0.00321
(0.0031) (0.0036) (0.0033) (0.0042)

Pct 16-25 0.00700* 0.00486 -0.00152 -0.00475
(0.0039) (0.0032) (0.0050) (0.0050)

Pct 26-35 0.0121*** 0.00615* 0.00745* 0.00149
(0.0042) (0.0036) (0.0045) (0.0036)

Pct 36-45 -0.00260 -0.00554 -0.00959* -0.0135**
(0.0045) (0.0037) (0.0057) (0.0054)

Pct 46-55 0.00548 0.00326 0.000566 -0.00114
(0.0044) (0.0036) (0.0049) (0.0042)

Pct 66 plus 0.0106** 0.00963** 0.0123** 0.0161***
(0.0052) (0.0043) (0.0054) (0.0057)

State Time Trends No Yes No Yes

Observations 1274 1274 1274 1274

Standard errors in parentheses
* p < .1, ** p < .05, *** p < .01
All regressions include state and year fixed effects.
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Table A.2. Replacing Overall Unemp with Male Unemp

(1) (2) (3) (4)
OLS OLS IV IV

Male -0.00825*** -0.00902*** -0.0252*** -0.0330***
Unemployment Rate (0.0023) (0.0022) (0.0086) (0.0070)

Pct Hispanic 0.0129*** 0.0111** 0.0154*** 0.0186***
(0.0033) (0.0054) (0.0036) (0.0061)

Pct Black 0.00390** -0.00124 0.00566** 0.00254
(0.0019) (0.0017) (0.0024) (0.0018)

Pct HS Grad 0.00537** 0.00344 0.00370 0.00355
(0.0022) (0.0032) (0.0028) (0.0030)

Pct Any College 0.00961*** 0.00290 0.00845*** 0.00254
(0.0024) (0.0034) (0.0025) (0.0029)

Pct 16-25 0.00923*** 0.00959*** 0.00747** 0.00716**
(0.0028) (0.0026) (0.0031) (0.0031)

Pct 26-35 0.0200*** 0.0143*** 0.0213*** 0.0165***
(0.0036) (0.0035) (0.0043) (0.0048)

Pct 36-45 -0.000382 -0.00346 -0.0000589 -0.00279
(0.0044) (0.0037) (0.0044) (0.0038)

Pct 46-55 0.00775* 0.00782* 0.00983** 0.0104**
(0.0046) (0.0043) (0.0049) (0.0048)

Pct 66 plus 0.00873* 0.00613 0.00753* 0.00495
(0.0044) (0.0037) (0.0045) (0.0046)

State Time Trends No Yes No Yes

Observations 1274 1274 1274 1274

Standard errors in parentheses
* p < .1, ** p < .05, *** p < .01
All regressions include state and year fixed effects.
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Table A.3. Un-weighted Regressions

(1) (2) (3) (4)
OLS OLS IV IV

Unemployment -0.0109*** -0.0131*** -0.0269*** -0.0352***
Rate (0.0027) (0.0027) (0.0098) (0.0077)

Pct Hispanic 0.0131*** 0.0117** 0.0153*** 0.0174***
(0.0033) (0.0054) (0.0037) (0.0061)

Pct Black 0.00364* -0.000973 0.00453** 0.00187
(0.0019) (0.0016) (0.0022) (0.0016)

Pct HS Grad 0.00482** 0.00316 0.00281 0.00274
(0.0023) (0.0031) (0.0028) (0.0028)

Pct Any College 0.00908*** 0.00250 0.00747*** 0.00159
(0.0025) (0.0033) (0.0024) (0.0027)

Pct 16-25 0.00919*** 0.00944*** 0.00786*** 0.00766***
(0.0028) (0.0025) (0.0030) (0.0026)

Pct 26-35 0.0203*** 0.0147*** 0.0216*** 0.0167***
(0.0035) (0.0034) (0.0040) (0.0042)

Pct 36-45 0.0000356 -0.00286 0.000879 -0.00143
(0.0043) (0.0035) (0.0041) (0.0033)

Pct 46-55 0.00822* 0.00861** 0.0104** 0.0116***
(0.0045) (0.0042) (0.0046) (0.0042)

Pct 66 plus 0.00897** 0.00645* 0.00845** 0.00624
(0.0043) (0.0035) (0.0042) (0.0040)

State Time Trends No Yes No Yes

Observations 1274 1274 1274 1274

Standard errors in parentheses
* p < .1, ** p < .05, *** p < .01
All regressions include state and year fixed effects.
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